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• Semester 1: Tour of cognitive modelling topics approaches themes and 
perspectives


• Semester 2: Your turn…but also…


• …increasing emphasis on critiquing the role of formal modeling in 
advancing science



•  "All models are wrong, but some are useful”  
— George Box


• More expansively: “Since all models are wrong, the scientist 
must be alert to what is importantly wrong. It is inappropriate to 
be concerned about mice when there are tigers abroad” (Box, 
1976)


• How can we, should we, do we use models in our scientific 
endeavours?

i.e. they are inductive, abstractions

bound to predict/explain their target less than 
perfectly (else just a clone/replica)



Replication Crisis

• Since ~2010, Psychology research (& other areas inc. medicine) 
in “crisis” — many ostensibly “established” results are proving 
non-reproducible


• e.g. 36/100 Psychology classic studies replicated, effect 
sizes 40±0.18% of original (Open Science Collaboration; 
2015)


• Are we doing science right?



Effects in search of theory
• Non-replicable effects tend to lack a formalizable theory:


• “Power posing will make you act bolder” (Carney et al, 2010) 
— Why? How much? In what circumstances?


• “Exposure to words pertaining to ageing will make you walk 
more slowly” (Bargh et al, 1996) - What is the mechanism? What 
other predictions would this mechanism make if it were true?


• Pre-cognition “predicting stimuli from the future” (Bem, 2011) 
& Extra-Sensory Perception (“morphic resonance”, Sheldrake) - 
Supernatural mechanisms, precluding systematic theorising

https://hpmor.com/



Open Science Movement 1.0
• Push toward making Open Science practices the default/norm e.g.:


• Pre-registration — publishing plan for experiments and analyses 
ahead of running them (Hardwicke & Wagenmakers, 2023)


• Including data & code with journal submissions (e.g. Hardwicke et 
al, 2018)


• Using Bayesian statistics (Kruschke, 2010)


• Goal: guard against Questionable Research Practices e.g.:


• HARK-ing: Hypothesising After Results are Known


• P-hacking: making multiple comparisons or stopping decisions to 
force significance from statistical tests. Selective reporting/file 
drawer effect etc



Open Science Movement 2.0
But is this enough? 

• How much does pre-registation & open-sourcing fix? (Szollosi et al, 2020)


• Arguably, even easier to be bad-faith-Bayesian than frequentist…


• & what is wrong with theorising being inspired by data?


• Isn’t science “inherently post hoc”? (Shiffrin, Börner & Stigler, 2018)


• Perhaps issue is not just only at the “statistical analysis of data” level!


• Need to improve the quality & rigour of our theorising (cf Yarkoni, 2022)





Computational modelling as Open Theorising
1. Formal modelling makes explicit the pathway linking theories to evidence


2. Path constrains succession of conceptual moves from theory to experiment 
(guides what hypotheses to test, experiments to run, what to do with the results), 
facilitating progressive alignment of theories with reality


3. Lots of important science goes as we articulate, run & refine computational models


4. Skipping these steps risks burying inconsistencies, mistaking impact of evidence, 
motivated reasoning, leads to unfalsifiable theories & undermines progress


5. Therefore we should formalise our theories with models, to allow for explicit Open 
Theorising

fwiw, I think this argument applies as much to theory 
development in AI as in Psychology



For us
• Guest & Martin’s analysis a helpful framework for analysing 

role of models in papers (i.e. in essays & presentations, own 
research)


• i.e. What scientific purpose does their formal modelling 
exercise serve? 


• What do they learned along the way?


• What mistaken inferences might have occurred without the 
formalizing?


• What sins occur nonetheless?



The account:
• Scientific enquiry analysed as a path function* connecting 

framework/theory to data


• Theory must pass through several states to gain explanatory 
force wrt Data


• Data must pass through same states in reverse to yield 
confirmatory/falsificatory force wrt a Theory


• Function expresses series of constraints on mappings (working 
downward), which then guides data-driven adjustment to 
content at each level (working upward)


• Formalisability of a scientific research programme in this 
way determines its coherence hence its explanatory force



The account:
•  *path function - Output depends on path of transformations the 

input undergoes


• Distinct from more familiar state function, e.g. 
 
State function: distance(Delhi, Lucknow) -> 480km 
 
Path function: travel_time(Delhi, Lucknow) ->  Pick route, pick 
mode of transport, derive time



The account:
• In practice this depends on:


1. How Theory is Specified


2. How Specification is Implemented


3. How Implementation is mapped to a Hypothesis


4. And how Hypothesis is tested against Data



Framework
• Our meta-theoretical commitments e.g.:


• Connectionism:


• Parallel processing


• Distributed representations


• Bayesian cognitive models (/FEP if you 
prefer):


• Hypothesis space


• Prior beliefs


• Bayesian updating


• Determines what theories we generate /
entertain

Only testable extremely indirectly, 
beyond scope of a single paper



Theory
• “a scientific proposition — described by a collection of 

natural language sentences, mathematics, logic, and 
figures” 
• Prospect Theory (Kahneman, Tversky)

• Rescorla Wagner Theory (of conditioning) (R&W)

• Dual Process Theory (Evans, K & T)

• Causal Model Theory (Rehder, Holyoak, Waldmann)

• SUSTAIN Theory (of concepts) (Love, Gureckis)

• (linguistic) Optimality Theory (Prince, Smolensky)

• Evolutionary Theory (Darwin, Wallace)

• Control Theory (Wiener, Kalman)

• Behaviourism (Skinner, Watson)

• Stages Theory (of development) (Piaget)

• Theory Theory (of development) (Carey, Gopnik)

• The Hierarchy of Needs (Maslow)

• Attachment Theory (Bowlby, Ainsworth)

Bad scientific discourse 
level skips, leaving 

relationship between Data 
& Theories implicit at best, 
but more likely opaque or 

vague or false

Live within some 
framework but this often 

left implicit



Specification
• Must capture the core assumptions of the 

model


• If implementation does not meet these 
requirements then it cannot be 
considered a valid implementation of the 
theory


• Multiple potentially equally valid formal 
languages (equations, diagram, 
psuedocode, [perfectly unambiguous] 
natural language)



Implementation
• “In psychology, creating an implementation typically 

involves taking the specification implicitly embedded in a 
journal article and writing code that is faithful to it.” 

• Auxiliary Assumptions


• Insignificant commitments (e.g. written in Python)


• Mutable commitments (e.g. noise is Gaussian)


• “Without specifications we cannot debug our 
implementations, and we cannot properly test our 
theories” 

• If an implementation detail proves pivotal to what a 
model predicts, it must be upgraded to a specification 
detail



Hypothesis
“A narrow, testable statement… in psychology focus on properties of the world that 
can be measured and evaluated by collecting data and running inferential statistics” 

Prevalence


• X occurs greater than chance


Relationship


• X is associated with Y


Causality


• X precedes Y


• X is sufficient to cause Y


• X is necessary to cause Y


“Running our computational model’s code, allows us to generate hypotheses. For 
example, if our model behaves in a certain way in a given task, e.g., it has trouble 
categorising some types of visual stimuli more than others, we can formulate a 
hypothesis to test this.”

Or perhaps: 
“Model A is more likely than Model B”* 

 
* e.g. Has higher complexity-penalised 

likelihood of producing data; lower cross 
validation error, smaller BIC etc



Data
• Observations


• Simulations


• Experiments


• Regardless, data are not theory-neutral


• Measured/represented/encoded for some purpose, couched in 
some theoretical commitments, i.e. in order to test a hypotheses


• Their semantics are dependent on supporting theory


• fMRI assumes link between blood-oxygenation & activation


• behavioural responses depend on assumptions about 
participant’s perceptions, motor control, motivations, task 
understanding, correctly functioning software etc (Szollosi et 
al, 2023)



Is ‘Two 12 inch pizzas for the price of one 18 inch 
pizza’ a good deal?

Concepts of ‘pizza’, ‘food’, ‘order’

T0: ‘number of pizzas corresponds to amount of pizza’ initial/naive
posthoc/correctedT1: ‘the surface areas of the pizzas per order correspond to the amount of pizza’

H0: ‘two pizzas is more pizza than one pizza’

Weigh pizzas expectation violation!

H1: ‘an 18 inch pizza is more pizza than two 12 inch pizzas’



Summing up Guest & Martin
• By specifying, implementing and deriving hypotheses from theory, a 

research program becomes robust to the inevitable expectation violations


• path provides multiple locations to adjust


• Without, can only discard theory or ignore result


• “Mathematically specifying and/or computationally implementing models, 
for example, can demonstrate that accounts are identical or overlap even 
when their verbal descriptions (i.e., informal specifications) are seemingly 
divergent.”



Examples of revelations from formalisations

e.g. modelling reveals several diffusion-based 
theories of choice are identical or unfalsifiable 

& that various well known cognitive models are 
formally intractable 



Successful modelling facilitates “open theorising”

• Complementary to other forms of “Open Science”


• Makes the commitments of theories explicit & distinguishes them from 
incidental implementational choices made while testing them


• “More data—however open, will never solve the issue of a lack of formal 
theorising. Data cannot tell a scientific story, that role falls to theory and 
theory needs formalisation to be evaluated”



Relationship with Marr’s levels of analysis?
• Similar in that it captures role of bidirectional constraints in driving 

scientific workflow:


• Downward: Articulating [Computational problem/Theory] to be solved 
constrains [Algorithms/Experiments] to those that can [solve it/test it]


• Upward: Observing [Brain/Data] constrains what [algorithms are in play/
hypotheses are borne out], these in turn help reveal what [problem is 
being tackled by system/theory is true of system]



Optimising scientific experimentation?
• Theory of Optimal Experimental Design (Peirce, 1898/1992), Active Learning 

(cf, Settles, 2012)


• Having formalised a set of models (or model with unknown parameters) can 
also formally derive the most efficient way to resolve uncertainty wrt them



Break here?
Questions etc?



👩🏫 I’d like to explain how a host decides whom to invite to a party

High level model evaluation
• van Rooij & Blokpoel (2020) characterises models development as Socratic dialog 

between Verbal and Formal

• Highlights how the act of formalising reveals various pressure points

👩💻
They may like some people but dislike others.

Not all people get along. If people get into an argument that can 
spoil a party.

Yes, that sounds right. I think that’s what a host will tend to do. Can 
we formalise this idea?

Then the host invites everybody they like?

I see. So a host may choose to invite people they like and that all 
get along.

Why would the host not invite everybody?



High level model evaluation

I would not think so

But a party with only two guests is not much of a party!


As many as possible, the more the merrier.

But according to Version 1 of the model, subset {A, B} is as likely to be the selected 
invitees as {C, D, E, F}, or at least there is no reason why the host would select the one 
and not the other.

So there are more constraints on the subset of guests that you have in mind but did 
not tell me yet. The host wants to have at least 3 guests?

👩🏫
👩💻

OK. Here’s an adjusted version of the model:

Of course in that situation the host would invite {C, D, E, F}

Or they would invite {A, B}



Theory: Humans learn internal “intuitive physics” engine + use this to reason robustly through 
mental simulation (Battaglia et al, 2013; Smith & Vul, 2013; Tenenbaum et al, 2011; Unman et al, 
2017) 

Despite recent progress in artificial 
intelligence…

                        …still lacks human level  
competency or flexibility in basic 
interactions with physical world

I.e. rather like a game engine, embodying Newtonian physical 
laws…


…and latent parameters (masses, forces, friction, elasticity)?

F = G
m1m2

d2
v′ 2 =

2m1

m1 + m2
v1 etc.

Personally relevant example



Personally relevant example



• To implement this theory, Battaglia et al assume 
learners integrate over uncertainty (e.g. 
perceptual / latent properties) by running many 
slightly different simulations in parallel (i.e. Monte 
Carlo integration)


• Necessary to derive their experimental 
predictions but seemingly incompatible with other 
behavioural phenomena… (Ludwin-Peery, 
Bramley, Davis & Gureckis, 2020/2021)

Personally relevant example



• All objects must be consistently represented, simulated in synchrony and outcomes 
aggregated over independent simulations


• But Ludwin-Peery et al showed people systematically violate all three model features

People systematically 
select fallen block towers 
that do not contain same 

objects

Predicting marble run 
outcomes that are 

chronologically impossible

Judging conductive 
outcomes as more likely 

than their constituent 
elements

Personally relevant example



• Original theorizers rise to our challenge 
and adjust and refine their theory of 
mental simulation

• Progress achieved!

Personally relevant example



Explanation vs Fit
• A tight fit between data and a model not always what we care about

• Can be due to the flexibility of a model (Myung)

• Heuristics for penalising model fit (i.e. parameter counting in BIC/AIC) can 

be pushed to failure…

From Piantadosi, (2018) -“One 
parameter is always enough”



Explanation vs Fit
• “Between the devil and the deep blue sea” (Navarro, 2018): Beyond question of over- or under-fitting, 

there is the question of what we care about, different objective functions reflect different values:


• Maximum Likelihood Estimation  where  — How well can the 

model do when given its best shot


• Bayes factors driven by prior predictive distribution — Does model capture the phenomenon 
averaging over prior on possible values of params


• Cross validation closer to posterior predictive  — Does the model, once fit to some 
observations, capture other/future observations?


• Correlations more about matching qualitative patterns


• Navarro gives example of experiments on “sensitivity to sampling” where she agonises over the most 
appropriate scientific objective…

P(X |M, ̂θ) ̂θ = argmaxθ∏
x∈x

ℒ(x |M, θ)

P(x |M)

P(x′ |x, M)



Explanation vs Fit

Across several experiments

…and various conditions

…their proposed & fitted model 
has a tight relationship with 
behavioural results:


A consistently high correlation 
between likelihood human 
assigns to new case and model-
predicted probability of case 
having property


Almost suspiciously high..

Narrower generalisation of novel properties from learning samples selected because they had that property 
than because they belonged to same category (category sampling).”



Does model explain the qualitative empirical phenomena they set out to explain?
In at least one case it really does not!

Therefore, they elect to put little weight on 
quantitative measure of fit 
Instead derive ordinal constraints from 
behavioural data a satisfactory model 
should mimic

e.g. “Increasing number of 
observations must cause crossover 
effect under property sampling 
irrespective of model parameters” etc

Explanation vs Fit
“[…] Some choices (e.g. how smooth is an unknown generalisation function?) can be instantiated as model parameters, but 
others (e.g. what class of functions is admissible to describe human generalisation?) not so simple….



Scope
Weak generalisation

• The training set and evaluation set are drawn from the same generative model for the 
same task

Strong generalisation

• The evaluation set falls outside the training distribution

• The model is evaluated on a different task

• Ultimately depends on your theory aligning with reality within the scope it is applied





Take homes
• Science is a garden of forking paths


• Computational modelling is a way of keeping track of the forks


• When we eschew this, we make consequential choices implicitly, or 
blindly


• Model evaluation can occur at all points on the path, not only at the level 
of data


• Model evaluation against data is often not what we care most about —yet 
sociologically it is what we do 
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